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Objective: To explore machine learning models for 
predicting return to work after cardiac rehabilitation.
Subjects: Patients who were admitted to the Univer-
sity of Malaya Medical Centre due to cardiac events. 
Methods: Eight different machine learning models 
were evaluated. The models included 3 different 
sets of features: full features; significant featu-
res from multiple logistic regression; and features 
selected from recursive feature extraction techni-
que. The performance of the prediction models with 
each set of features was compared.
Results: The AdaBoost model with the top 20 fea-
tures obtained the highest performance score of 
92.4% (area under the curve; AUC) compared with 
other prediction models.
Conclusion: The findings showed the potential of 
using machine learning models to predict return to 
work after cardiac rehabilitation. 

with acute coronary syndrome (ACS) were less than 50 
years old (3). These patients still need to return to work 
(RTW) for some years before they can retire. Being able 
to RTW has an huge impact economically. In Europe, 
heart patients are opting for early retirement, accounting 
for most of the estimated loss in  productivity (4). Based 
on reports of loss of productivity due to sick leave, not 
working at full capacity because of cardiovascular disease 
results in the loss of RM 2.7 billion to Malaysia’s economy 
(18). In Mexico, cardiac-related diseases are estimated to 
cost 416 billion USD loss of income to individuals.

Besides productivity, individuals who RTW after CR 
have better health-related quality of life (HRQoL) scores 
(4, 5). RTW also helps by lowering their depression and 
anxiety scores (4, 6). Cardiac patients who are able to 
resume work demonstrate fewer symptoms of anxiety or 
depression, while those who are not able to RTW see a con-
tinuously increasing depression score (4). Several studies 
claim that work effort may improve physical condition (7). 
Warraich et al. (6) found that unemployment could cause 
financial hardship and, in turn, may worsen the medical 
outcomes of the patients in the long term. Thus, RTW is 
an important indicator of recovery after cardiac events (4). 

The aim of this study was to elucidate the factors that 
contribute to RTW after CR in Malaysia, as a model 
of a developing country. This information will enable 
individualization of CR programmes, with the aim of 
maximizing each patient’s chance of RTW. With this aim, 
a model was built to predict which patients are likely to 

LAY ABSTRACT
Cardiac rehabilitation has proven beneficial effects for 
cardiac patients; it lowers patients’ risk of cardiac death 
and improves their health-related quality of life. Retur-
ning to work is one of the important goals of cardiac reha-
bilitation, as it prevents early retirement, and encoura-
ges social and financial sustainability. A few studies have 
focussed on predicting return to work among cardiac 
rehabilitation patients; however, these studies have only 
used statistical techniques in their prediction. This study 
showed the potential of using machine learning models 
to predict return to work after cardiac rehabilitation.

Key words: cardiac rehabilitation; machine learning; return to 
work; feature selection.
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Heart disease is a leading cause of death worldwide. 
According to the American Heart Association, by the 

year 2030, cardiovascular disease (CVD) is expected to 
affect almost 23.6 million people in the USA (1). With this 
significant increase, cardiac rehabilitation (CR) should be 
given high priority in the near future. Empirical evidence 
regarding CR has shown a reduction in total mortality by 
13–24% in the 1–3 years after a coronary event. In addi-
tion, CR also reduces re-admission rates by 31% in the 
following year (2). In 2016 Malaysia, 23.2% of patients 
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successfully RTW after CR. The significant factors that 
contribute to RTW were identified, and recommenda-
tions made regarding the most suitable prediction model 
based on machine learning for use in predicting RTW. 

BACKGROUND

Prediction of RTW is an important aspect of CR, but, to 
the best of our knowledge, there only 7 studies have been 
published on this topic (Table I) . Of these, only 1 study 
further evaluated the prediction performance using the 
significant predictors: Mustafah et al. (8) used receiver 
operating characteristic (ROC) curves to evaluate the 
performance of the model. The area under the ROC curve 
of their model was 83.1%, with 88.6% sensitivity and 
40.0% specificity. The dataset with the highest sample 

size used in predicting RTW after CR is obtained from 
12 rehabilitation centres in Germany. A summary of the 
techniques, evaluation methods and dataset details used 
in each study literature is shown in Table I.

The features used in predicting RTW after CR are 
shown in Table II. A total of 25 features have been 
explored in previous studies. (8–14) Age and cardiac 
diagnosis were the most commonly used features for 
predicting RTW. Salzwedel et al. (9) used the highest 
number of features in their prediction model. 

METHODS

The study methodology is shown in Fig. 1.

Dataset
The dataset used in this study was obtained from the De-
partment of Rehabilitation Medicine, University of Ma-
laya Medical Centre (UMMC), Petaling Jaya, Selangor, 
Malaysia. Data were collected from 2015 to 2019 and 
consist of 118 variables with a total 929 of samples. The 
samples are patients admitted to the UMMC due to a 
cardiac events (e.g., myocardial infarction, coronary 
artery disease). The data also consist of pre-CR, stage 
II CR and stage III CR. Pre-CR, also known as cardiac 
rehabilitation programme (CRP) phase 1 is delivered 
as an inpatient service following medical stabilization 
of patients with acute coronary syndrome. This phase 
focuses primarily on early mobilization, safe return 
to daily activities, discharge planning to ensure safe 
return home, early management of cardiovascular risk 
factors and complications arising from the acute car-
diac diagnosis. CRP phase 2 occurs in the immediate 
outpatient setting, usually within 2 weeks to 3 months 
post-discharge. It consists of physical activity and 
exercise prescription following medical assessment 
and exercise stress testing, individualized cardiac risk 
factor and lifestyle management with an emphasis on 
improving function. CRP phase 3 is a community-based 
programme focusing on compliance with heart healthy 

Table I. Analysis of previous research on predicting return to work (RTW) after cardiac rehabilitation (CR)

Study Techniques Evaluation methods Performance evaluation Sample size, n Data origin

(9) Multiple linear regression Odds ratio – 1,262 12 rehabilitation centres, Germany
(8) Multiple logistic regression ROC ROC: 83.1% Sensitivity: 88.6% 

Specificity: 40%.
112 University Malaya Hospital and Serdang

Hospital, Malaysia
(10) Multivariable models Hazard ratio – 397 Germany
(11) Multiple logistic regression Odds ratio – 83 Scientific rehabilitation in Northern

Italy
(12) Multiple logistic regression Odds ratio – 620 Rehabilitation Division of the Faculty

of Public Health, University of Bielefed, 
Germany

(13) t-test, Mann–Whitney U test p-value – 76 Auckland and North Shore Hospital,
New Zealand

(14) Stepwise logistic regression Odds ratio – 125 Turku University Central Hospital, 
Finland

ROC: receiver operating characteristic.

Table II. Summary of feature analysis used in relation to return 
to work (RTW) after cardiac rehabilitation (CR)

Attributes (9) (8) (10) (11) (12) (13) (14)

Age   

Profession 

Education 

Depression 

Anxiety 

Illness perception  

Mental component summary  

Exercise capacity 

Intensity of work-load 

VE/VCO2 slope 

Endurance training load 

Treatment 

Functional class 

Cardiac diagnosis   

Diabetic 

Hypertension 

Angiogram 

Expectation of return to work  

Job satisfaction 

Duration of pre-operative 
absence from work



Patients’ perception of their 
working capacity



Keen for pension scheme  

Self-assessed occupational 
prognosis



Stress at work 

CE/VCO2- Ventilation and Carbon Dioxide.

J Rehabil Med 55, 2023
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behaviour, accessing community resources to manage 
and maintain optimal cardiac health and function.

The data consist of patients’ data from a range of 
aspects: socio-demographic variables (e.g. age, sex, 
race, educational level, patient occupation, etc.), medical 
history-related variables (e.g. admission diagnosis, car-
diac risk factors, significant past cardiovascular history, 
etc.), mental health variables (e.g. anxiety score and 
depression score), physical status variables (peak heart 
rate, heart rate recovery, peak metabolic equivalent of 
task (METs), exercise frequency, etc.) and indicator of 
recovery variables (e.g. RTW and return to driving). 
Table III shows the frequency distribution of each class 
label: RTW and not RTW. See Appendix S1 for a list of 
abbreviations and Appendix S2 for a full list of variable 
descriptions.

Ethical considerations
Consent. The data collected for analysis were sour-
ced from a patient registry of CRP participants. 
Ethics approval for this study was given by the UM 
Medical Centre Medical Ethics Committee (MECID: 
202039-8367). 

Privacy and confidentiality. Patient’s personal details 
(national identification card number, and hospital 
registration number) were not extracted to the data 
sheet, but were replaced by a research identification 
number. Each patient was assigned a subject identifica-
tion number specific to this study. The study data will 
be archived and kept for a total of 7 years from com-
pletion of the study, after which it will be destroyed.

Risk to participants. There was no risk to participants 
as the study did not involve any interventions. Medical 
data collected for the study were routine documenta-
tion obtained during CRP extracted from the patients’ 
medical records. 

Benefit to participants. There was a possible benefit 
to participants of improved morale due to participation 
in scientific research that aims to help other cardiac 
patients return to gainful employment locally and 
globally.

Risk and benefit assessment. There was no direct risk 
to the patients; the CRP data collected for the registry 
was part of a service audit and quality maintenance 
programme.

Data extraction
Patients’ data were extracted based on the study crite-
ria. Inclusion criteria were: patients who were at least 
18 years old who were employed prior to having a 
cardiac event. Exclusion criteria were: patients who 
were pensioners or unemployed. 

Data Extraction
Data 

Preprocessing

Features 

Selection
Modelling

Model 

Evaluation

UMMC

Dataset

929 Records

118

Attributes 

UMMC

Dataset

184 Records

52 Attributes

UMMC

Dataset

184 Records

158

Attributes

Data cleaning

Feature

Generation

Feature

Transformation

Handling Missing

Data

Data Encoding

MLR

11 Features

RFE

10 Features

20 Features

30 Features

40 Features

All 157 

Features

Models

- Decision Tree

- Random Forest

- AdaBoost

- XGBoost

- CatBoost

- Support Vector 

Machine

- Complement 

Naive Bayes

Metrics

- ROC AUC

- Accuracy

- Sensitivity

- Specificity

Fig. 1. Research methodology. UMMC: University of Malaya Medical Centre; RFE: recursive feature elimination; ROC: receiver operating characteristic; 
AUC: area under the curve; MLR: multiple logistic regression.

Table III. Frequency distribution of each class label

Class label

RTW Not RTW

Frequency 124 60

RTW: return to work.

J Rehabil Med 55, 2023
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Based on a previous study, the probability that pen-
sioners and unemployed patients’ RTW is very low 
(8). This is reflected in the dataset of current study, as 
none of these patients actually RTW. The data extrac-
tion process is shown in Fig. 2.

Variables with more than 50% of missing data 
were excluded from the dataset. The focus of this 
study is on RTW after completion of the stage 2 CR 
programme, thus all the variables related to the stage 
3 CR programme were discarded. The stage 2 CR 
programme focuses on the immediate goal attainment 
of enhancing aerobic capacity that was affected by 
cardiac disease and translating this into higher fun-
ctional level, such as participation in employment. 
The pre-CR phase occurs during acute admission 
while the patient is relatively unstable and unlikely 
to engage in highly demanding functional tasks such 
as returning to work, while in CR programme phase 
3 the patient is referring to out patients who usually 
already participating in gainful employment or needs 
assistance to obtain a work placement. Thus, CR 
Programme Phase 2 provides the data that will be 
most predictive of eventual RTW status. A total of 52 
variables were included in the final dataset. The list 
of variables are shown in Appendix S3.

Data pre-processing
The data were pre-processed in order to fit into the 
machine learning models. Fig. 3 shows the processes 
involved in data pre-processing. Processed data were 
saved as a UMMC cleaned dataset. Appendix S4 shows 
the list of generated features.

Features selection
Statistical tools have been used widely in previous studies 
to determine the predictors of RTW (10–14). Feature se-
lection methods such as wrapper and embedded methods 
can be used to predict RTW. These methods have shown 
to have good  performance compared with statistical 
methods (15). In order to obtain a good comparison, both 
methods were used in this study, in order to evaluate the 
performance of the prediction with the features selected 
using statistical tools and with feature selection methods. 
Wrapper and embedded methods were used to perform 
the feature selection. The algorithm steps were:

1. Train the model with all features and evaluate its 
performance.

2. Obtain the importance score. 
3. Remove the least important feature. 
4. Retrain the model and evaluate the performance of 

the model.
5. If the performance score is higher than in step 1, then 

the feature in step 3 can be removed.
6. Repeat steps 3 to 5 until all features are evaluated.

The numbers of features selected that were evaluated 
were 10, 20, 30 and 40. In order to select the best 
models, multiple models were used, and their perfor-
mance compared.

Modelling
In order to compare the prediction performance with 
published results, a statistical of the models was used. 
Logistic regression has been used in multiple studies 
(8, 11, 12, 14) to identify the predictors of RTW; thus 
logistic regression was used as the baseline model in 
the current study.

Seven supervised machine learning models were 
included in this study: Decision Tree, Random Forest, 
AdaBoost, XGBoost, CatBoost, Support Vector Mach-
ine, and Complement Naive Bayes. Together with the 
statistical model, all 8 models were first trained with 
all features, then with significant features from the 
multiple logistic regression model, and, lastly, with 
the features selected using recursive feature elimina-
tion (RFE).

Evaluation of models
The dataset used in this study is imbalanced, thus a 
cross-validation method alone is insufficient. As the 
samples are randomly assigned into each fold, there 
is a possibility that the minority class will be totally 
missing from 1 or more of the folds (16). When these 
folds are used as the validation set, the model will 
return undefined sensitivity or specificity depending 
on whether the positive or negative class is missing. 

Fig. 3. Processes involved in data pre-processing. UMMC: University 
of Malaya Medical Centre. 

Data Cleaning

Feature Generation & Transformation

Handling Missing Data

Data Encoding

UMMC cleaned 

dataset

Total Samples
n = 929

Qualified 
Samples
n = 184

Excluded n = 745
● Pensioner/Unemployed (n = 202)

● Missing employment status (n = 441) 

● Missing RTW status (n = 78)

● Duplicate record (n = 19)

● Test record (n = 3)

● Death (n = 2)

Fig. 2. Flowchart of study inclusion process. RTW: return to work. 

J Rehabil Med 55, 2023
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To overcome this limitation, stratification is suggested 
to ensure the distribution of each class is represented 
in each fold. The data were stratified into 10 folds in 
order to gain a better view of the performance of each 
model (17). The negative class is equally as important 
as the positive class, since, by identifying patients who 
are unlikely to RTW, planning and management can be 
carried out to help patients RTW. Thus, the ROC AUC 
will be more appropriate to evaluate the performance 
of the models, as this single score will consider the 
performance of both classes by using sensitivity and 
specificity. Accuracy, sensitivity and specificity will 
be used as reference measures. The formulas for each 
of these metrics are:

Accuracy
tp+tn

tp+ fn+ fp+tn= (1)

Recall (Sensitivity)
tp

tp+ fn= (2)

Specificity
tn
fp+tn= (3)

RESULTS 

Features selected by multiple logistic regression 
analysis
Multiple logistic regression revealed 11 features with 
significant odd ratios (Fig. 4). Returning to driving 
was the strongest predictor for RTW; patients who 
resumed driving after the CR programme were 20.5 
times more likely to RTW compared with patients who 
did not return to driving. Patients with low American 

Association of Cardiovascular and Pulmonary Reha-
bilitation (AACVPR) risk stratification and very low 
rate of perceived exertion when attaining peak heart 
rate during the pre-CR exercise stress test were more 
likely to RTW easily. 

Regarding race, Malay patients were more likely to 
RTW. The mean showed an odd ratio < 0; thus, with 
increasing age it is unlikely that patients will return to 
work compared to younger patients. A similar scena-
rio occurs among self-funded patients, whereby they 
have a 93% lower likelihood of RTW compared to 
otherwise. Medical history, such as hypertension and 
previous coronary artery bypass grafting (CABG), 
were negative predictors of RTW. A low range of peak 
heart rate during post-CR as also associated with a 
low odds ratio. Furthermore, if only the 6-min walk 
test (6MWT) was used as the exercise stress test at the 
end of the CR, there was a likelihood of not returning 
to work compared with other features.

Performance prediction
Prediction models with multiple logistic regression, 
Complement Naive Bayes, Decision Tree, Random 
Forest, XGBoost, CatBoost, AdaBoost and Support 
Vector Machine (SVM) were established with 3 diffe-
rent sets of features: all features; 11 significant features 
(Fig. 4) from multiple logistic regression analysis; 
and top 10, 20, 30 and 40 features from RFE. Their 
performance was evaluated using stratified 10-fold 
cross-validation with ROC AUC as the main metrics, 
and accuracy, sensitivity and specificity as references. 
The mean of the metrics in 10-fold cross-validation 
was calculated.

Fig. 4. Odd ratios plot of significant 
features for return to work (RTW). AACVPR:  
American Association of Cardiovascular 
and Pulmonary Rehabilitation; Past_
CV_Prev_CABG: Past cardiovascular 
history- previous Coronary Artery 
Bypass Grafting; Post_Exercise_Stress_
Test_6MWT only: Post exercise stress 
test-6 minute walk test.

J Rehabil Med 55, 2023
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Performance prediction with all features. Initial 
models were established with all the features inclu-
ded. The performance of each model is shown in 
Table IV. The best model was CatBoost, based on the 
overall performance obtained by using all features in 
predicting RTW, which yielded a ROC AUC score of 
0.857 (accuracy 0.787, sensitivity 0.917, specificity 
0.517). This was followed by AdaBoost, XGBoost, 
Random Forest and SVM. 

Performance prediction with features obtained from 
multiple logistic regression (11 significant features). 
Table V shows the performance results of each model 
with significant predictors of multiple logistic regres-
sion analysis (11 features). Compared with the full 
set of features, the performance of each model was 
significantly improved. The ROC AUC score was 
improved by as much as 0.252, as shown in the Com-
plement Naive Bayes model. Using this set of features, 
the ranking of the SVM model moved to the top posi-
tion from the middle position, with ROC AUC 0.899 
(accuracy 0.830, sensitivity 0.910, specificity 0.667). 
The multiple logistic regression model also showed 
great improvement, with the same ROC AUC as the 
SVM. The ranking of other models also changed. 
AdaBoost model now ranked 3, followed by CatBoost 
and XGBoost. The highest sensitivity score was 0.910, 
for the SVM model, which was slightly lower than the 
highest score when using full features. However the 
highest specificity score was 0.75, for the Complement 
Naive Bayes model. 

Performance prediction using RFE feature selection 
method. Starting from this subsection, the models 
were evaluated using the features selected using the 

RFE method. The experiment started with the top 10 
features (Table VI). The AdaBoost model was the top 
model with the top 10 features, yielding an ROC AUC 
and sensitivity scores of 0.913 and 0.911, respectively. 
On the other hand, the Complement Naive Bayes 
model had the lowest ROC AUC score (0.463), but 
the highest specificity score (of 1). Overall, the per-
formance of all the models was reduced, except for 
the AdaBoost model, which showed improvement 
on the ROC AUC score compared with performance 
when using predictors from multiple logistic regres-
sion analysis.

The study then selected the top 20 features from 
RFE. The performance ranking of the models was the 
same as with the top 10 features, except for XGBoost 
and CatBoost. Overall, the performance of each model 
was improved, but Complement Naive Bayes had a 
slight reduction in ROC AUC. Besides the logistic 
regression and Complement Naive Bayes models, all 
the other models had an increase in sensitivity and 
specificity scores. 

When the number of features selected was increased 
to 30, the ranking of the models was the same as for 
the top 10 features. With 30 features, AdaBoost, SVM, 
Logistic Regression and Decision Tree started to show 
a decrease in ROC AUC score compared with the top 
20 features. The highest ROC AUC was 0.9, shown by 
AdaBoost. Random Forest had the highest sensitivity 
(0.926) and Complement Naive Bayes had the highest 
specificity (0.8).

Finally, using the top 40 features, the Random Forest 
model was ranked fourth and XGBoost fifth. Compa-
red with the top 30 features, the overall performance 

Table V. Performance of models with features from multiple logistic regression

Classifiers Accuracy ROC AUC Sensitivity Specificity

SVM 0.830 (± 0.072) 0.899 (± 0.057) 0.910 (± 0.082) 0.667 (± 0.136)
Logistic regression 0.813 (± 0.089) 0.899 (± 0.060) 0.869 (± 0.105) 0.700 (± 0.172)
AdaBoost 0.825 (± 0.087) 0.885 (± 0.072) 0.902 (± 0.085) 0.667 (± 0.176)
CatBoost 0.798 (± 0.099) 0.882 (± 0.059) 0.878 (± 0.117) 0.633 (± 0.153)
XGBoost 0.810 (± 0.080) 0.869 (± 0.063) 0.887 (± 0.109) 0.650 (± 0.166)
Random Forest 0.777 (± 0.074) 0.864 (± 0.056) 0.863 (± 0.103) 0.600 (± 0.161)
Complement Naive Bayes 0.727 (± 0.076) 0.828 (± 0.138) 0.716 (± 0.115) 0.750 (± 0.162)
Decision Tree 0.744 (± 0.066) 0.737 (± 0.072) 0.765 (± 0.092) 0.700 (± 0.131)

Bolded text show high performance obtained.
ROC: receiver operating characteristic; AUC: area under curve; SVM: Support Vector Machine.

Table IV. Performance of models with all features

Classifiers Accuracy ROC AUC Sensitivity Specificity

CatBoost 0.787 (± 0.072) 0.857 (± 0.063) 0.917 (± 0.104) 0.517 (± 0.200)
AdaBoost 0.772 (± 0.076) 0.831 (± 0.049) 0.862 (± 0.089) 0.583 (± 0.118)
XGBoost 0.754 (± 0.090) 0.824 (± 0.063) 0.846 (± 0.106) 0.567 (± 0.179)
Random Forest 0.760 (± 0.065) 0.803 (± 0.086) 0.927 (± 0.059) 0.417 (± 0.162)
SVM 0.706 (± 0.082) 0.736 (± 0.095) 0.772 (± 0.098) 0.567 (± 0.161)
Logistic regression 0.744 (± 0.053) 0.719 (± 0.062) 0.821 (± 0.094) 0.583 (± 0.142)
Decision Tree 0.636 (± 0.105) 0.588 (± 0.104) 0.726 (± 0.173) 0.450 (± 0.223)
Complement Naive Bayes 0.553 (± 0.183) 0.576 (± 0.180) 0.563 (± 0.225) 0.533 (± 0.205)

Bolded text show high performance obtained.
ROC: receiver operating characteristic; AUC: area under curve; SVM: Support Vector Machine.

J Rehabil Med 55, 2023
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Predicting return to work after cardiac rehabilitation p. 7 of 12

Table VI. Performance models with features from recursive feature elimination (RFE)

Classifiers
Number of 
features Accuracy ROC AUC Sensitivity Specificity

AdaBoost 10 0.842 (± 0.080) 0.913 (± 0.065) 0.911 (± 0.060) 0.700 (± 0.153)
SVM 10 0.825 (± 0.064) 0.868 (± 0.071) 0.903 (± 0.052) 0.667 (± 0.176)
CatBoost 10 0.815 (± 0.079) 0.862 (± 0.063) 0.903 (± 0.083) 0.633 (± 0.172)
XGBoost 10 0.771 (± 0.095) 0.850 (± 0.072) 0.871 (± 0.096) 0.567 (± 0.225)
Random Forest 10 0.766 (± 0.074) 0.805 (± 0.086) 0.887 (± 0.086) 0.517 (± 0.146)
Logistic regression 10 0.765 (± 0.104) 0.795 (± 0.096) 0.886 (± 0.070) 0.517 (± 0.214)
Decision Tree 10 0.689 (± 0.086) 0.640 (± 0.093) 0.781 (± 0.098) 0.500 (± 0.157)
Complement Naive Bayes 10 0.359 (± 0.055) 0.463 (± 0.057) 0.049 (± 0.080) 1.000 (± 0.000)
AdaBoost 20 0.864 (± 0.084) 0.924 (± 0.067) 0.928 (± 0.047) 0.733 (± 0.196)
SVM 20 0.853 (± 0.072) 0.901 (± 0.071) 0.919 (± 0.077) 0.717 (± 0.209)
XGBoost 20 0.799 (± 0.087) 0.863 (± 0.086) 0.887 (± 0.088) 0.617 (± 0.137)
CatBoost 20 0.820 (± 0.070) 0.862 (± 0.069) 0.918 (± 0.087) 0.617 (± 0.193)
Random Forest 20 0.797 (± 0.091) 0.846 (± 0.071) 0.910 (± 0.073) 0.567 (± 0.211)
Logistic regression 20 0.765 (± 0.110) 0.842 (± 0.088) 0.837 (± 0.124) 0.617 (± 0.209)
Decision Tree 20 0.711 (± 0.103) 0.669 (± 0.099) 0.788 (± 0.148) 0.550 (± 0.177)
Complement Naive Bayes 20 0.380 (± 0.040) 0.460 (± 0.062) 0.128 (± 0.095) 0.900 (± 0.117)
AdaBoost 30 0.820 (± 0.079) 0.900 (± 0.070) 0.894 (± 0.097) 0.667 (± 0.111)
SVM 30 0.857 (± 0.071) 0.898 (± 0.076) 0.910 (± 0.048) 0.750 (± 0.162)
CatBoost 30 0.814 (± 0.079) 0.886 (± 0.052) 0.917 (± 0.088) 0.600 (± 0.225)
XGBoost 30 0.820 (± 0.083) 0.873 (± 0.071) 0.902 (± 0.085) 0.650 (± 0.146)
Random Forest 30 0.798 (± 0.065) 0.854 (± 0.082) 0.926 (± 0.073) 0.533 (± 0.153)
Logistic regression 30 0.782 (± 0.087) 0.825 (± 0.083) 0.879 (± 0.084) 0.583 (± 0.239)
Decision Tree 30 0.695 (± 0.087) 0.640 (± 0.087) 0.796 (± 0.149) 0.483 (± 0.200)
Complement Naive Bayes 30 0.482 (± 0.115) 0.571 (± 0.186) 0.328 (± 0.124) 0.800 (± 0.153)
AdaBoost 40 0.831 (± 0.086) 0.897 (± 0.074) 0.902 (± 0.095) 0.683 (± 0.123)
SVM 40 0.852 (± 0.060) 0.894 (± 0.054) 0.902 (± 0.053) 0.750 (± 0.142)
CatBoost 40 0.814 (± 0.080) 0.875 (± 0.052) 0.918 (± 0.095) 0.600 (± 0.179)
Random Forest 40 0.820 (± 0.047) 0.874 (± 0.073) 0.943 (± 0.068) 0.567 (± 0.179)
XGBoost 40 0.798 (± 0.094) 0.862 (± 0.066) 0.895 (± 0.093) 0.600 (± 0.179)
Logistic regression 40 0.744 (± 0.078) 0.798 (± 0.063) 0.806 (± 0.057) 0.617 (± 0.193)
Decision Tree 40 0.722 (± 0.070) 0.664 (± 0.076) 0.829 (± 0.127) 0.500 (± 0.192)
Complement Naive Bayes 40 0.590 (± 0.140) 0.659 (± 0.159) 0.479 (± 0.192) 0.817 (± 0.146)

Bolded text show high performance obtained.
ROC: receiver operating characteristic; AUC: area under curve; SVM: Support Vector Machine; MLR: multiple logistic regression.

of AdaBoost, SVM, CatBoost, XGBoost and logistic 
regression were reduced. However, the Random Forest 
model showed its highest performance score with top 
40 features, with an accuracy of 0.82, ROC AUC 0.874, 
sensitivity 0.943, and specificity 0.567.

The Adaboost model (with 20 features) achieved 
the highest performance; 92.4% ROC AUC, 92.8% 
sensitivity, and 73.3% specificity. AdaBoost with 10 
selected features using RFE is the only model that 
performed better compared with other models using 
11 features with multiple logistic regression, as sug-
gested by Mustafah et al. (8). All of the models showed 
optimal prediction after feature selection. Fig. 5 shows 
the ROC AUC obtained by each model according to 
the number of features used.

Feature analysis
Fig. 6 presents the top 20 selected features by RFE using 
the AdaBoost machine learning model. The 2 most 
important features identified by AdaBoost were CR 
duration and age. These 2 features had the top 2 highest 
scores of importance compared with the other features. 
The selected features are from demographic, medical 
history, CR status, pre-CR, during CR and post-CR. 

Demographic features play an important role in pre-
dicting RTW. The variable “age” selected by Adaboost 

is in agreement with published results, and was the 
second most important feature in this model. This 
finding was in agreement with other studies (8, 12, 14) 
that used age as an input variable for the prediction of 
RTW after CR. Based on the result of the odds ratio, 
1 unit increase in age reduced the odds of RTW by 
11% per each additional year. The study found that, if 
a patient self-funded the CR programme, it reduced the 
chance of RTW after CR. This may be due to financial 
independence of a patient who does not require to RTW 
to fulfil their economic needs.

CR status represents the participation of patient 
during the CR programme. Duration of CR, exercise 
intensity, and duration between ward and enrolment in 
the CR programme (Duration_between_Ward_Enroll-
ment) were also selected as important features to pre-
dict RTW. CR duration is an important indicator that 
also shows the commitment of the patients to the CR 
programme, as many such programmes worldwide fail 
due to poor commitment from patients. On the other 
hand, exercise intensity shows how hard the body is 
working during physical activity. Patients who achieve 
higher exercise intensity have higher chance of resu-
ming normal life and eventually RTW. Salzwedel et 
al. (10) used exercise capacity, as well as 1 of their 
predictors for RTW. The duration between ward and 
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Predicting return to work after cardiac rehabilitation p. 8 of 12

enrolment in the CR programme is important, as it 
shows the health capability and attitude of the patient 
to return to their prior level of functioning after myo-
cardial infarction. 

A more in-depth examination of the features selec-
ted by AdaBoost revealed that 6 out of 20 features 
were extracted from the patient’s medical history. 
These medical factors are an influential variable 
associated with RTW, as also found in other studies 
(8, 9). The total number of risk factors (including 
Diabetes  Mellitus (DM) type 2, high lipid profile and 
hypertension) was chosen as one of the significant 
features in predicting RTW. Mental health status 
plays an important role in predicting RTW, as shown 
by depression score being selected as 1 of the signi-
ficant features. This finding is supported by another 
study (12) that found that a high depression score 
reduced the possibility of RTW. The other 4 signifi-
cant features are ST-elevation myocardial infarction 
(Admission_Diagnosis_ST-Elevation myocardial 
infarction (STEMI)), past CV history: Previous Coro-
nary Bypass Grafting (Past_CV_Prev_CABG), and 
high levels of triglyceride (Triglyceride_cat_high) 
and high-density lipoprotein (HDL). These are new 
features that have not been selected by previous 
research in predicting RTW. 

In the pre-CR stage, peak heart rate (Pre_Peak_
Heart_Rate_range_Very_Light) is also a predictor 
of RTW. Odds ratio presents that patients with 

a small range of peak heart rate  after CR had a 
lower chance of RTW. Patients with a small range 
of peak heart rate after CR had a lower chance of 
RTW based on the odds ratio. Smoking status (Pre_
Tobacco_former_smoker) and return to driving status 
(Pre_Return_to_Drive) were selected as important 
features from the pre-CR attributes.

During the CR stage, blood pressure measurements 
(CR_BP_Cat_Isolated Systolic Hyptertension and 
CR_BP_Cat_Optimal) were selected. This finding 
is also in line with a study by Mustafah et al. (8), which 
used hypertension as an attribute in predicting RTW. 

Finally, 4 features were selected in the post-CR 
stage: unexpected cardiac events; peak heart rate 
(Post_Peak_Heart_Rate_range_Light); return to 
driving (Post_Return_to_Drive); and exercise stress 
test (Post_Exercise_Stress_Test_Treadmill). The 
existence of an unexpected cardiac event, such as 
death, heart attack, cardiac arrest, acute myocar-
dial infarction, cardiac rupture, etc. is an important 
feature in predicting RTW. Return to driving is one 
of the significant features in predicting RTW, since 
driving is considered a complex activity that requi-
res high skill to interact with the vehicle and react 
to the environmental conditions. Thus, if a patient 
returns to driving without any issues, they are likely 
to be able to RTW. Salzwedel et al. (9) also stated 
that exercise test results are an important attribute 
that predicts RTW.

Fig. 5. Receiver operating characteristic (ROC) area under curve (AUC) of each model with the number of features used. MLR: multiple logistic 
regression.
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Analysis of the features mostly frequently selected 
by the highest performing of the 8 machine learning 
models for predicting RTW is shown in Fig. 7. The 
details of the selected features in each of the top per-
forming model are shown in Appendix S5.

Self-funding patients (Health_funding_Self_fun-
ded), previous coronary artery bypass grafting 
(Past_CV_Prev CABG), and post-return to driving 
(Post_Return_to_Drive) features were present in all 
the prediction models including the multiple logistic 
regression model. All of these models considered 
self-funding to be an important feature in predicting 
RTW. Mustafah et al. (8) and Salzwedel et al. (9) also 
used previous CABG in predicting RTW, which was 
considered an input feature by all models evaluated 
in the current study. Returning to driving indicates 
that the patient can control a vehicle by themsel-
ves after completing a CR programme. Resuming 
driving is an important factor, which indicates that 
the patient has good visual perception, is able to 
pay attention, and has good motor strength and 
cognitive function. 

Age, Malay patients (Race_Malay), hyptertension 
(Risk_Factor_Hypertension), low AACVPR risk 
(AACVPR_Risk_Category_Low) and light post-peak 
heart rate (Post_Peak_Heart_Rate_Range_Light) were 
selected by 7 models. Low AACVPR risk is the only 
attribute that was selected from the CR_status cate-
gory based on the analysis shown in Fig. 7. Post_CR 
is the most popular category, whereby 4 out of 12 top 
features are selected. 

DISCUSSION

This study showed the potential of machine learning 
models in predicting RTW after CR. The AdaBoost 
model gave the best prediction performance. SVM 
also showed comparable results. Models that used a 
boosting approach in machine learning, such as Ada-
Boost, XGBoost and CatBoost, were always in the top 
4 ranking for performance, while Adaboost was always 
in the top 3 for performance (with top 10 features, top 
20 features, and top 30 features). Boosting algorithms 
that placed more weight on the weak classes improved 
the performance of the minority class in this study, 
which predicts no RTW. 

The outcome of this model should assist in planning 
programmes for patients to help them RTW after CR. 
This is more important when identifying which patients 
are likely to not RTW. The high specificity of the 
model in this study, can help to reduce false-positives 
and accurately identify the outcome of a patient in 
returning to work.

With a smaller subset of features, all the models 
improved significantly in terms of the performance 
of the prediction. The ROC AUC score was improved 
significantly compared with the models with full fea-
tures. Therefore, feature selection has the benefit of 
improving the performance of the models. When there 
are more features in the model, it creates noise and 
affects the performance of the models, as evidenced 
by the results when using the top 30, 40 features and 
all features.

Fig. 6. Features importance obtained from AdaBoost. STEMI: ST-elevation myocardial infarction; Prev_CABG: Previous Cornonary Bypass Grafting; 
HDL_cat: High-density lipoproterin category; CR_BP_cat: Cardiac rehab blood pressure category.
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RFE, the ensemble feature selection method, provi-
des better performance than multiple logistic regres-
sion analysis. The ensemble method repeatedly checks 
on the model and selects the best set of features (15). 
All the models used different sets of important fea-
tures to make predictions of RTW after CR. Besides 
Decision Tree and Complement Naive Bayes, other 
machine learning models did not use all the significant 
predictors from multiple logistic regression analysis. 
Even if there are common features in the models, their 
importance can differ. For example, return to driving 
is the most significant predictor in the multiple logistic 
regression model, but in the AdaBoost model, it was 
placed at 12th most important feature, and in SVM at 
second most important feature.

The AdaBoost model used a different set of fea-
tures than the multiple logistic regression model. It 
was considered that there was information loss in the 
multiple logistic regression model that resulted in a 
lower prediction performance. This can be observed 
by comparing the features selected in both models. 
The features selected in the AdaBoost model cove-
red all 6 categories: demographic, medical history, 
CR status, pre-CR, during CR, and post-CR. In the 
multiple logistic regression model, during CR was 
not considered as one of the significant categories. 
Covering all types of categories in AdaBoost helps to 
enhance its prediction performance.

Although there are some differences between the 
selected features, the results of both the multiple 

logistic regression model and the AdaBoost model 
agree that demography, medical history, physical 
status and post-return to driving are important fea-
tures in predicting RTW. In addition, the AdaBoost 
model finds that CR duration, duration between ward 
and enrolment, and depression scores, are important 
factors.

Studies conducted on predicting RTW after CR are 
lacking significantly from the perspective of deve-
loping nations such as Malaysia. Table 1 shows the 
studies on predicting RTW of CR patients are based on 
developed nations (9, 10, 11, 12, 13, 14). On another 
note, most of the studies are build based on the registry 
which are mainly from European nations. Thus, it is 
not suitable to generalize the prediction of RTW of CR 
patients in developing countries. A developing country 
has a lower-income economy when compared to that of 
a developed country, with a less mature and sophisti-
cated economy (20). Although the health benefit of CR 
is well established in medicine, its uptake rate remains 
suboptimal especially in middle- and low-income 
countries. Studies have shown that the attendance 
rate is the most common bariers in developing nations 
(22,23). Our study also reveals that duration of CR as 
the most important contributing factor in predicting 
RTW. This could be due to many contributing fac-
tors such as transportation problems, distance, travel 
cost and also lack of financial assistance to cover the 
rehabilitation cost (24). The findings of our study also 
show that self-funded (health_funding_self_funded) is 

Fig. 7. Overlapping features based on machine learning models to predict return to work. Prev_CABG: Previous Coronary Artery Bypass Grafting; 
AACVPR: American Association of Cardiovascular and Pulmonary; 6MWT: six minutes walk test.
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an important feature in predicting RTW obtained by 
all the 8 machine-learning models.

Study limitations
This study has some limitations. First, the dataset 
represents only a single CR centre due to the unavai-
lability of other prospective datasets. Studies of similar 
models on datasets from different regions or countries 
are necessary. Secondly, the dataset lacks work-related 
variables, such as job satisfaction, and whether the 
work requires a high level of physical activity. Use 
of additional factors, such as work-related factors, 
may improve the performance of the prediction. As 
feature selection resulted in very good improvements 
in prediction performance, further research is required 
to identify the most suitable feature selection method. 

CONCLUSION

To the best of our knowledge, this is the first study to 
explore different machine learning models in predicting 
RTW after CR. Machine learning models obtained bet-
ter performance in predicting RTW compared with 
other models used in previous research. The AdaBoost 
model, with the top 20 features selected using a RFE 
method, achieved the best performance in predicting 
RTW, with 92.4% ROC AUC, 86.4% accuracy, 92.8% 
sensitivity and 73.3% specificity. This predictive model 
should help clinicians and policymakers in identifying 
the likelihood of RTW among patients with CR. This 
will be of use in planning suitable CR programmes to 
help the patient RTW. Besides determining the best 
prediction model, this study highlighted the significant 
features for use in predicting RTW. This finding will 
be useful for clinicians, employers, researchers, etc. 
to understand the contributing factors that determine 
RTW among patients with CR.
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